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ABSTRACT
The rapid advancement of Artificial Intelligence (AI) necessitates

significant enhancements in the energy efficiency of Graphics Pro-

cessing Units (GPUs) for Deep Neural Network (DNN) workloads.

Such a challenge is particularly critical for embedded GPUs, which

operate within stringent power constraints. Traditional GPU ar-

chitectures, designed to support a limited set of numeric formats,

face challenges in meeting the diverse requirements of modern

AI applications. These applications demand support for various

numeric formats to optimize computational speed and efficiency.

This paper proposes VitBit, a novel software technique designed

to overcome these limitations by enabling efficient processing of

arbitrary integer format values, especially those 8 bits or fewer,

which are increasingly prevalent in AI workloads. VitBit introduces

two key innovations: the packing of arbitrary integer formats for

parallel computation and the simultaneous execution of Tensor

cores, INT and FP (Integer and Floating-Point) CUDA cores. This

approach leverages the architectural features of modern GPUs, such

as those based on NVIDIA Ampere architecture, which allows con-

current operation of FP32 and INT32 cores at full throughput. Our

evaluation of VitBit on NVIDIA Jetson AGX Orin demonstrates sub-

stantial improvements in arithmetic density and peak throughput,

achieving up to a 22% reduction in execution time for benchmark AI

workloads without compromising inference accuracy. VitBit effec-

tively bridges the gap between current hardware capabilities and the

computational demands of AI, offering a scalable and cost-effective

method for enhancing GPU performance in AI applications.

CCS CONCEPTS
• Computer systems organization→ Parallel architectures; •
Computing methodologies→ Parallel algorithms.
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1 INTRODUCTION
Artificial Intelligence (AI) landscape has seen the emergence of vari-

ous numeric formats designed to boost computational and memory

efficiency [7, 12, 21, 23, 24, 29, 30, 32, 34, 40, 42, 44]. Low-bitwidth

floating point quantization such as FP4 and FP6 efficiently reduces

the size of Large Language Models (LLMs) over the traditional float-

ing point formats (e.g., FP32) while maintaining consistent model

quality across diverse applications [25, 37]. Diverse integer formats

are also employed in emerging AI algorithms to enhance inference

speed [21, 23, 24, 29, 40].

Improving the energy efficiency of Graphics Processing Units

(GPUs) in Deep Neural Network (DNN) workloads becomes a para-

mount consideration [2, 6–8, 13, 18, 21, 23, 24, 29, 31, 32, 34, 38, 40,

42, 44]. It is even more critical for embedded GPUs, which have to

perform well under strict power limits. A prominent strategy to

enhance GPU energy efficiency involves increasing the arithmetic

density (operations per second per mm
2
). Traditionally, GPUs were

built to handle a limited set of data formats, which was enough

in the past [17, 28]. AI applications demand a diverse array of

numeric formats to enhance computation speed and efficiency, a

requirement that traditional GPUs, with their fixed design, fail to

meet. While producing new GPUs capable of handling the latest

formats could mitigate this issue, it would entail substantial costs

and environmental impacts associated with manufacturing.

Building upon prior work that has leveraged register packing

[35] and register coalescing [1] for utilizing low-bitwidth values

on GPUs with limited numeric format support, our investigation

reveals insights into optimizing GPU performance for deep learn-

ing applications. While executing DNN workloads on GPUs, uti-

lizing Tensor cores for the primary computations, such as Gen-

eral Matrix-Matrix Multiplication (GEMM) has been a focal strat-

egy. Although CUDA cores offer comparatively lower performance,
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harnessing register packing can significantly enhance the actual

throughput of CUDA cores. By employing both Tensor and CUDA

cores concurrently in the primary operations, performance improve-

ment can be achieved [15, 43]. The register packing technique has

shown promise in enhancing register file utilization by condensing

low-bitwidth operations. Facilitating the accommodation of more

operands within a Streaming Multiprocessor (SM) does not alter

register operands. This limitation implies that, despite the efficient

use of register files, the peak throughput of the GPU remains unaf-

fected, as the arithmetic operations executed by the arithmetic logic

units (ALUs) in GPUs continue to rely on unchanged operands. If

GPUs leverage register packing and coalescing, they can compute

arbitrary integer format values of 8 bits or fewer while achieving a

higher available throughput than a predetermined peak throughput.

We ensure that these computations can occur independently by

employing a strategy of packing multiple values, adjusted according

to their bitwidth and separated by zero-padding.

In this paper, we propose VitBit
1
, a software technique that

enhances the performance of conventional GPUs. We design VitBit

to circumvent these limitations by enabling GPUs to efficiently

process arbitrary integer format values, particularly those used

in inference, which is increasingly prevalent in AI applications.

VitBit consists of dual strategies: packing arbitrary integer formats

and facilitating the simultaneous execution of Tensor cores, INT,

and FP CUDA cores. By packing two or more integer values into a

single register for parallel computation, VitBit effectively utilizes

INT CUDA cores, thus reducing GPU execution time. Also, VitBit

converts numeric data formats and reconstructs kernels to execute

Tensor, INT, and FP CUDA cores simultaneously by fusing GPU

kernels, operating each core part at warp granularity. This method

not only optimizes the use of available hardware but also aligns

with the capabilities of modern GPU architectures, such as those

based on the Ampere architecture. Our experiments, conducted on

NVIDIA Jetson AGX Orin, reveal that this approach can lead to an

improvement in peak throughput and hardware arithmetic density.

In our evaluation, VitBit substantiates its theoretical advantages,

showcasing an improvement in GPU performance. We observed

an enhancement in arithmetic density, conducted on the NVIDIA

Jetson AGX Orin platform, using the VitBit technique, which in-

cludes packing integer formats and the simultaneous activation

of INT and FP CUDA cores. VitBit reduces the execution time for

benchmark AI workloads by 22% while maintaining computational

accuracy. Furthermore, the utilization rate of both INT and FP cores

increased dramatically, evidencing a more efficient use of the GPU

computation resources. These results not only validate the effec-

tiveness of VitBit in bridging the gap between existing hardware

limitations and the demands of modern AI applications but also

highlight its potential to serve as a scalable solution for enhancing

the computational efficiency of GPUs.

In this paper, we make the following contributions.

• We present a comprehensive analysis of the challenges posed

by the fixed architecture of conventional GPUs for process-

ing a variety of numeric formats.

1
We call our new method "VitBit," a name that blends "vitesse," the French word for

"speed," with "bit."

Figure 1: Streaming Multiprocessor (SM) architecture of Jet-
son Orin GPU

• We introduce a software-based solution, VitBit, that utilizes

register packing and harnesses Tensor, INT, and FP CUDA

cores simultaneously to enable the efficient use of arbitrary

numeric formats on existing GPUs.

• Through extensive experimentation on embedded GPUs, we

demonstrate VitBit outperforms the baseline and prior work

by 22% and 15% in inference time, respectively.

The rest of this paper consists of the following sections. Section

2 explains the key challenge of arbitrary numeric formats and their

support in GPUs. Section 3 explains the details of VitBit. Section

4 shows the experimental results. Section 5 explains related work.

Section 6 concludes this paper.

2 WHY VITBIT?
In this section, we first explain the challenges of emerging numeric

formats and GPUs and then explain our insights to address them.

2.1 Challenges of Emerging Numeric Formats
As the AI industry advances, improving the energy efficiency of

Graphics Processing Unit (GPU) in Deep Neural Network (DNN)

workloads becomes one of the most important considerations for

researchers [5, 9, 36, 39]. In particular, unlike discrete GPUs, em-

bedded GPUs that operate within constrained energy resources pri-

oritize energy efficiency as a critical factor. One solution to improve

GPU energy efficiency is to increase GPU hardware arithmetic

density.

In the recent AI industry, various customized numeric formats

have emerged to improve computational and memory efficiency.

Six-bit quantization (FP6) reduces the size of Large Language Mod-

els (LLMs) effectively while consistently preserving model quality

across varied applications [37]. Prior work has introduced 6-bit and

2-bit integer formats for inference as well [21, 24, 29, 40]. Also, mi-

croscaling data formats (MX) emerge to balance hardware efficiency,

model accuracy, and user friction [30]. Hybrid Block Floating Point

(HBFP) combines block floating point with fixed point, achieving

higher throughput with high floating point accuracy at the superior

hardware density of fixed point [12].

Conventional GPUs are limited in their ability to fully support

these emerging numeric formats. Figure 1 depicts the structure of

a Streaming Multiprocessor (SM) of an embedded GPU. We refer to

the specification of Jetson Orin AGX [19]. Conventional GPUs only
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Table 1: Peak throughput of NVIDIA Jetson Orin AGX. Per-
forming INT8 or INT4 within CUDA cores is possible with a
software technique such as zero-masking. In this case, the
peak throughput is equivalent to that of INT32.

Numeric Format Peak Throughput
FP32 (CUDA Core) 4 TFLOPS

FP16 (CUDA Core) 8 TFLOPS

TF32 (Tensor Core) 32 TFLOPS

FP16 (Tensor Core) 65 TFLOPS

BFloat16 (Tensor Core) 65 TFLOPS

INT32 (CUDA Core) 4 TOPS

INT8 (Tensor Core) 131 TOPS

INT4 (Tensor Core) 262 TOPS

support limited numeric formats, and utilizing these fixed formats

for computations results in significantly low arithmetic density.

Leveraging arbitrary numeric formats on existing GPUs without

any preprocessing causes two major problems. The first problem

is the mismatch between the size of registers and the arbitrary

formats. The size of registers currently used within the GPU is

fixed at 32 bits, making it impossible to store data of unsupported

numeric formats within the GPU. The second problem is that the

Arithmetic Logic Units (ALUs) within the GPU do not support

arbitrary numeric formats.

Creating a novel GPU hardware architecture suitable for emerg-

ing numeric formats not only consumes considerable time but also

incurs significant chip manufacturing and environmental effects. As

the ALUs within the GPU Streaming Multiprocessor (SM) cores can

only perform operations for fixed numeric formats, supporting ar-

bitrary numeric formats on the GPU necessitates a software-based

approach. One software method for utilizing arbitrary numeric

formats within the registers and ALUs, which only support limited

numeric formats, is the zero-masking technique. Zero-masking is a

simple software technique that enables the use of arbitrary numeric

formats on existing GPUs [3, 4, 27]. Zero-masking incorporates

arbitrary numeric format values into fixed precision by masking

all remaining bits with zeros. To evaluate the viability of the zero-

masking technique on conventional embedded GPUs, we conduct

a simple experiment.

We analyze the arithmetic density of a GPU by varying integer

bitwidths. As a GPU is built within a fixed size, we compare the

peak throughput of various numeric formats. Table 1 depicts the

analysis results. Tensor cores exhibit an increase in peak through-

put as a shorter numeric format is employed. Relatively, CUDA

cores show a lower throughput than Tensor cores. If CUDA cores

support narrow bitwidth numeric formats, they would enhance

their peak throughput. For example, CUDA cores do not support

INT8 and INT4, so they suffer from throughput saturation at the

INT32 throughput. If a GPU in Jetson ideally supports INT8 in

CUDA cores and enhances their throughput proportionally, up to

32 TOPS might be achieved. Such a throughput corresponds to 25%

of the peak throughput of Tensor cores, which is not negligible.

Also, if software could exploit the CUDA cores for floating-point

formats as well, available throughput could be improved further. As

a result, a novel software-based solution that utilizes CUDA cores

to improve their throughput is strongly required to improve the

arithmetic density of embedded GPUs.

2.2 Packing Register Operands for Enhanced
CUDA Core Utilization

CUDA cores occupy a significant portion of the GPU architecture,

highlighting a need to harness their potential more effectively to

boost DNN workload performance. The extensive real estate that

CUDA cores command on the GPU die presents a unique oppor-

tunity for optimization. Moreover, as CUDA cores are not used

for performing key computations of DNN tasks, they often be-

come idle. Leveraging this vast array of CUDA cores efficiently can

lead to substantial improvements in the processing of DNN tasks.

The challenge lies in overcoming the inherent speed limitations of

CUDA cores through innovative software and architectural strate-

gies, enabling them to contribute more significantly to the overall

computational throughput. By devising methods to enhance the

utility of CUDA cores, we can achieve higher level of performance

without underutilizing the huge computation units. This approach

not only optimizes the existing hardware but also sets a founda-

tion for future GPU designs to achieve a balanced distribution of

computational power.

Prior work has proposed register packing [35] and register coa-

lescing [1] to enable the use of low bitwidth values on hardware

supporting limited numeric formats. Register packing involves de-

tecting low bitwidth operations at the write-back stage, then pack-

ing them to store in the register file, thereby providing extra space

within register file. The additional register file space within the SM

enables hosting more thread blocks. While register packing is able

to reduce the effective size of the register file, each register read

still requires a separate physical register read. Register coalescing

aims to read multiple related registers used by the same instruc-

tion through a single register read operation in order to utilize the

register file bandwidth more efficiently.

Both register packing and register coalescing use the packed val-

ues to enable the use of low bitwidth values on hardware supporting

limited numeric formats. However, packed values that register pack-

ing and register coalescing used only exist on the register file and

operand collection pipeline stage. The operand used in the execu-

tion stage does not change. Therefore, the GPU peak throughput

remains the same because the operand used for the arithmetic unit

within the GPU execution pipeline stage is unchanged.

Unlike the register packing and register coalescing techniques,

GPUs can compute arbitrary integer format values of 8 bits or fewer

in INT cores by packing two or more register operands. Packing

register operands by spacing the values according to the bitwidth of

the arbitrary numeric format and padding the remaining bits with

zeros require a new software implementation for the computations

that ensures the accurate results.

2.3 Simultaneous Execution of Tensor Cores
and CUDA Cores

In response to the demand for high throughput computations for

DNN workloads, the industry releases Tensor cores [10]. Tensor

cores are designed specifically for deep learning that accelerates

matrix multiplication, which is the core operation in DNNs. Tensor
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Figure 2: Conceptual overview of VitBit. The upper portion represents the preprocessing stage, which is executed on the CPU.
The lower portion involves computing on the GPU using the data obtained from the preprocessing stage.

cores exhibit a higher throughput for General Matrix Matrix Mul-

tiplication (GEMM) than CUDA cores. For this reason, numerous

AI frameworks employ Tensor cores for processing matrix multi-

plication, such as GEMM, and other operations for CUDA cores

[14].

However, this exclusiveness of kernel execution on heteroge-

neous cores results in low arithmetic density as CUDA cores and

Tensor cores occupy a vast area of the limited GPU hardware. To

improve arithmetic density and accelerate DNN workloads, the

simultaneous execution of both Tensor and CUDA cores during

kernel execution shows promise [15, 43]. Tacker fuses two different

kernels to enable concurrent execution of Tensor cores and CUDA

cores [43]. Based on the fact that multiple warps of a single thread

block are active at the same time, Tacker enables Tensor cores and

CUDA cores concurrently by assigning different warps to utilize

the two cores within the same thread block. Also, prior work has

proposed a technique that offloads a GEMM operation to Tensor

cores and CUDA cores simultaneously [15].

The aforementioned approaches are limited to achieving the

maximum arithmetic density. As shown in Figure 1, each Streaming

Multiprocessor (SM) consists of heterogeneous arithmetic units

that process predefined numeric formats. Considering most of the

DNN applications utilize fixed numeric formats (e.g., INT32, FP32,

etc.), the prior work exploits either INT cores or FP cores while

concurrently executing Tensor cores. Leveraging both CUDA and

Tensor cores simultaneously in DNN workloads holds the key to

unlocking significant performance gains. To fully harness the po-

tential of simultaneous execution of CUDA and Tensor cores, novel

algorithms and programming models are required to orchestrate

computational tasks across these heterogeneous cores.

3 VITBIT
To address the challenges outlined in the previous section, we

propose VitBit, a software technique designed to enhance peak

throughput and arithmetic density on GPU hardware while utiliz-

ing low-bitwidth arbitrary integer format values on conventional

GPUs. VitBit introduces two key innovations: the packing of ar-

bitrary integer formats and the simultaneous execution of Tensor

Cores, INT, and FP CUDA cores. By packing two or more integer

values into a single register and performing parallel computations,

VitBit enables the simultaneous operation of packed values within

a single instruction, significantly reducing GPU execution time.

Furthermore, VitBit executes INT CUDA cores, FP CUDA cores,

and Tensor cores simultaneously via kernel fusion.

3.1 VitBit Overview
Figure 2 illustrates a conceptual overview of VitBit. We focus on

the fact that typical DNN inference utilizes fixed-point formats.

Accordingly, we design VitBit to pack multiple integer operands

into single registers. VitBit consists of two primary components:

data preprocessing and kernel reconstruction. Data preprocessing

involves data type conversion and packing to enable simultaneous

execution occurring on the CPU. Kernel reconstruction modifies

DNN kernels to allow simultaneous execution with preprocessed

data on the GPU. The preprocessing phase comprises four steps as

shown in the top of Figure 2.

Step 1:VitBit converts the INT filtermatrix A to amatrix that can

be computed by FP CUDA cores but still contains the parameters

with the fixed-point format. This type conversion is only required

once during the initial setup for the device.

Step 2: VitBit divides an input matrix (B in Figure 2) for simul-

taneous execution: matrix B1 for INT CUDA cores, matrix B2 for
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(a) Bitwidth: 32∼9 bit.

(b) Bitwidth: 8∼6 bit.

(c) Bitwidth: 5 bit.

(d) Bit width: 4 bit.

Figure 3: VitBit packing policy. VitBit applies packing policy
to integer data executed on the INT cores. Integer values
with a bitwidth of 9 or more (a) utilize simple zero-masking.
Integer values with a bitwidth between 6 and 8 (b), those with
a bitwidth of 5 (c), and those with a bitwidth of 4 (d) can be
packed up to 2, 3, and 4 values, respectively.

FP CUDA cores, matrix B3 for Tensor cores. VitBit determines the

ratio for the division according to the ratio of execution time for

GEMM operations on each core.

Step 3: VitBit packs the parameters in matrix B1 following the

packing policy predetermined based on the size of an actual operand

(more details in Section 3.2).

Step 4: VitBit converts the data from matrix B2 to be compatible

with the floating point format of matrix A.

After preprocessing, VitBit reconstructs new GPU kernels con-

sidering two cases. The first case is executing kernels utilizing

Tensor cores on the GPU (eg., GEMM, etc.). For the first case, VitBit

reconstructs the kernel to execute INT, FP CUDA cores and Ten-

sor cores simultaneously. VitBit divides threads that use INT, FP

CUDA cores and Tensor cores in a unit of warp size (i.e., 32), thus

automatically synchronizing the process of all active threads via

hardware-level warp scheduling. INT, FP, and Tensor core opera-

tions within a single SM, enabling them to run in parallel. For the

second case, which executes CUDA cores only (e.g., GeLU, Dropout,

etc.), VitBit reconstructs the kernels to process the matrix B3 on

INT CUDA cores. VitBit applies the same policy for the B1 and B2

used in the first case for computation.

3.2 VitBit Data Preprocessing
VitBit duplicates matrix A in both INT and FP formats. Then, Vit-

Bit divides the data corresponding to Matrix B into portions for

processing by CUDA cores and portions for processing by Tensor

cores. To determine the processing ratio, we measure the execution

time of GEMM operation for the following five cases: only using

Tensor cores (TC), only using INT cores (IC) or FP cores within the

CUDA cores (FC), using both INT and FP cores concurrently within

the CUDA cores (IC+FC), using both INT and FP cores concurrently

within the CUDA cores with packing (IC+FC+P). In our initial study,

we observe that the execution time for IC of FC increased by ap-

proximately 7.5 times compared to TC. Also, the increase is 6.5

times for IC+FC and 4 times for IC+FC+P. Based on this analysis,

VitBit determines the assignment ratio of matrices for Tensor cores

as 4 and CUDA cores as 1. The balanced assignment prevents either

Tensor cores or CUDA cores from becoming bottlenecks in kernel

execution and achieves high throughput.

After determining the ratio of matrices to be processed by CUDA

cores and Tensor cores, VitBit determines the number of operands

to pack into a single register. To establish the packing ratio, VitBit

divides the data corresponding to the portion of Matrix B processed

by CUDA cores into ‘packing’ and ‘converting’ categories based on

the specified ratio.

𝑁𝑢𝑚𝑏𝑒𝑟
data for packing

: 𝑁𝑢𝑚𝑏𝑒𝑟
data for converting

= 𝑛 : 1 (1)

Since all packed integer values allow parallel computation during

a single operation, if VitBit packs 𝑛 integer values, the number

of integer operations is reduced by a factor of 𝑛. Thus, if VitBit

divides data according to the ratio in Equation 1, the number of INT

operations and FP operations becomes equal. The ratio in Equation

1 reflects the characteristic that the number of available INT cores

and FP cores per SM is the same during simultaneous execution.

Figure 3 illustrates the VitBit packing policy. Packing enables

integer values to fit into a single register and ensures simultane-

ous computation for multiple integer values while guaranteeing

accurate outputs.

Integer values with a bitwidth of 9 or more utilize simple zero-

masking for computation as shown in 3(a). If the bitwidth is between

6 and 8, the output varies between 12 bits and 16 bits as described in

3(b). In this case, a 32-bit register can accommodate up to 2 integer

values for computation. As demonstrated in Figure 3(c), packing

3 integers is feasible for integer values with a bitwidth of 5 as the

computation output occupies up to 10 bits. Figure 3(d) depicts that

it is possible to pack up to 4 integer values with a bitwidth of lower

than 4. The packing technique improves the bit-level utilization

of registers with low bitwidth integer values, thereby enhancing

arithmetic density.

The proposed packing technique allows CUDA cores to perform

GEMM operations with packed values without requiring additional

arithmetic operations. A single multiplication automatically com-

pletes the multiplications with packed values. There is no overhead

for handling overflows, as the proposed technique already reserves

space for resulting values that exceed the number of digits in the

input operands. Also, VitBit does not require the restoration of

packed values during the inference process, as intermediate results

from one layer are directly used as packed inputs for the next layer.

Algorithm 1 describes the pseudocode of VitBit input preprocess-

ing. The input preprocessing function receives the input matrix B,

which is 𝑁 ×𝐾 . 𝑁 demonstrates the width and 𝐾 means the height
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Algorithm 1 Implementation of input preprocessing

Input:Matrix 𝐵, which is 𝑁 × 𝐾 ,

Tensor/CUDA core ratio𝑚, INT/FP core ratio 𝑛, 𝑏𝑖𝑡𝑤𝑖𝑑𝑡ℎ
Output:Matrix with packed integers 𝐵1, Matrix with floating points 𝐵2

Matrix with masked-integers for Tensor cores, 𝐵3
1: function Input_Preprocessing(𝐵, 𝑁 , 𝐾 ,𝑚, 𝑛, 𝑏𝑖𝑡𝑤𝑖𝑑𝑡ℎ)
2: /* Set the width of each matrix. */

3: 𝑁3 = 𝑁 ×𝑚/(1 +𝑚)
4: 𝑁1 = (𝑁 − 𝑁3 ) × 𝑛/(1 + 𝑛)
5: 𝑁1

′ = 𝑁1/𝑛
6: 𝑁2 = (𝑁 − 𝑁3 ) − 𝑁1

7: /* Divide the matrix to be processed by each cores. */

8: for 𝑗 ← 0 to (𝐾 − 1) do
9: for 𝑖 ← 0 to (𝑁1 − 1) do
10: 𝐵1𝑏𝑒𝑓 𝑜𝑟𝑒_𝑝𝑎𝑐𝑘𝑖𝑛𝑔 [𝑖 ] [ 𝑗 ] = 𝐵 [𝑖 ] [ 𝑗 ]
11: end for
12: for 𝑖 ← 𝑁1 to (𝑁1 + 𝑁2 − 1) do
13: 𝐵2𝑏𝑒𝑓 𝑜𝑟𝑒_𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑖𝑛𝑔 [𝑖 − 𝑁1 ] [ 𝑗 ] = 𝐵 [𝑖 ] [ 𝑗 ]
14: end for
15: for 𝑖 ← (𝑁1 + 𝑁2 ) to (𝑁 − 1) do
16: 𝐵3[𝑖 − (𝑁1 + 𝑁2 ) ] [ 𝑗 ] = 𝐵 [𝑖 ] [ 𝑗 ]
17: end for
18: end for

19: for 𝑗 ← 0 to (𝐾 − 1) do
20: /* Pack integer values using bit shifting */

21: for 𝑖 ← 0 to 𝑁1

′ do
22: for 𝑝 ← 0 to 𝑛 − 1 do
23: /* To store multiple integer values in a single register through

24: bit shifting, VitBit utilizes 𝑏𝑖𝑡𝑠𝑒𝑡 to manipulate values bitwidth. */

25: 𝑏𝑖𝑡𝑠𝑒𝑡 < 𝑏𝑖𝑡𝑤𝑖𝑑𝑡ℎ > 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 (𝐵1𝑏𝑒𝑓 𝑜𝑟𝑒_𝑝𝑎𝑐𝑘𝑖𝑛𝑔 [𝑖 ∗ 𝑛 + 𝑝 ] )
26: for 𝑙 ← 0 to 𝑏𝑖𝑡𝑤𝑖𝑑𝑡ℎ do
27: 𝐵1[𝑖 ] [ 𝑗 ] |= (𝑒𝑙𝑒𝑚𝑒𝑛𝑡 [𝑙 ] << (𝑙 + 𝑏𝑖𝑡𝑤𝑖𝑑𝑡ℎ ∗ (𝑛 − (𝑝 + 1) ) ) )
28: end for
29: end for
30: end for
31: /* Convert integer values to floating point values */

32: for 𝑖 ← 0 to 𝑁2 do
33: 𝐵2[𝑖 ] [ 𝑗 ] = 𝑠𝑡𝑎𝑡𝑖𝑐_𝑐𝑎𝑠𝑡 < 𝑓 𝑙𝑜𝑎𝑡 > (𝐵2𝑏𝑒𝑓 𝑜𝑟𝑒_𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑖𝑛𝑔 [𝑖 ] [ 𝑗 ] )
34: end for
35: end for
36: return 𝐵1, 𝐵2, 𝐵3
37: end function

of the matrix B. Also, the function requires two ratios for dividing

the input matrix for Tensor and CUDA cores (𝑚), INT and FP CUDA

cores (𝑛). The preprocessing needs the bitwidth of the arbitrary

integer values. Our initial study determines the ratio𝑚, described at

the beginning of Section 3.3, and the equation 1 defines the ratio 𝑛.

The function returns three output matrices: matrix 𝐵1 with packed

integers, matrix 𝐵2 with floating points data, and matrix 𝐵3 with

masked integers for Tensor cores. After dividing a matrix for each

core, VitBit packs the integer values of the matrix 𝐵1𝑏𝑒𝑓 𝑜𝑟𝑒_𝑝𝑎𝑐𝑘𝑖𝑛𝑔
using bit shifting. VitBit utilizes the bitset library to store multiple

integer values in a single register through bit shifting. By using the

bitset library, VitBit manipulates the values bitwise. VitBit packs

the integer values stored in matrix 𝐵1𝑏𝑒𝑓 𝑜𝑟𝑒_𝑝𝑎𝑐𝑘𝑖𝑛𝑔 into groups of

𝑛 elements per register to obtain matrix 𝐵3. Also, VitBit converts

all values of matrix 𝐵2𝑏𝑒𝑓 𝑜𝑟𝑒_𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑖𝑛𝑔 to floating point format

through a simple type conversion using static_cast(). Unlike the

input matrix B, the preprocessing of the weight matrix A is simple.

VitBit creates matrix 𝐴2 by duplicating the entire matrix 𝐴 and

converting it to a floating point format.

Overhead analysis VitBit preprocesses weights and inputs to

avoid additional data type conversion during kernel execution by

retaining the same output data format with the preprocessed in-

puts. VitBit also avoids significant kernel modification by using the

converted inputs. We analyze the overhead from employing VitBit.

Algorithm 2 VitBit GEMM kernel example.

1: function VitBit_GEMM(int *𝐴1, float *𝐴2, int *𝐵1, float *𝐵2, int *𝐵3, ...)
2: // 𝑡𝑖𝑑 ← Current thread index

3: if (tid < TC_thread_num) then
4: // Using Tensor core Core

5: // GEMM operation of A1 and B3

6: TC_GEMM(𝐴1, 𝐵3)
7: else
8: if ( (tid/warpSize)%2 == 0) then
9: // Using INT Core

10: // GEMM operation of A1 and B1

11: INT_GEMM(𝐴1, 𝐵1)
12: else
13: // Using FP Core

14: // GEMM operation of A2 and B2

15: FP_GEMM(𝐴2, 𝐵2)
16: end if
17: end if
18: end function

Figure 4: GEMM operation with simultaneous execution of
FP cores and INT cores. Matrix C1 is the result of the GEMM
operation using matrices A1 and B1. Matrix C2 is the result
of the GEMM operation using matrices A2 and B2.

First, VitBit converts INT weights to FP format to execute INT

and FP cores simultaneously. However, the conversion is only re-

quired at the initial setup for the embeddedGPUs for DNN inference.

Thus, the conversion overhead is negligible.

Second, VitBit converts INT inputs to packed INT and FP at the

beginning of the inference and turns the data back to INT at the

end of the inference. Nevertheless, the size of inputs is less than

1% of the weights in the case of our experiments. Also, we observe

that the conversion time is less than 1% of the inference time. Thus,

VitBit input conversion overhead is also minimal.

Lastly, VitBit reconstructs DNN kernels into VitBit kernels, en-

abling simultaneous execution of inference and preprocessing. This

kernel alternation occurs only once at the beginning of the infer-

ence. Furthermore, since VitBit kernels return the same output

format as the preprocessed input format, the sequential execution

of DNN inference kernels incurs no data type conversion during

inference. Therefore, VitBit introduces trivial software overhead

for simultaneous execution, indicating that VitBit is a simple yet

effective method for accelerating DNN kernels.

3.3 VitBit Computation
Fusing Tensor Core Kernel: VitBit allows the simultaneous

execution of Tensor cores and CUDA cores by fusing kernels. In par-

ticular, VitBit targets GEMM operation for simultaneous execution

as Tensor cores are optimized for GEMM operation.

Algorithm 2 illustrates the way that VitBit constructs the GEMM

kernel. VitBit_GEMM function receives preprocessed data as inputs;

filter matrix in INT format (A1), filter matrix in FP format (A2),
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Table 2: Evaluation configurations and the target DNNmodel

Platform NVIDIA Jetson Orin AGX

GPU architecture Ampere architecture

GPU cores 1792 CUDA cores, 56 Tensor cores

CPU 8-core Arm Cortex-A78AE v8.2

Memory 32GB LPDDR5, Bandwidth: 204.8GB/s

Storage 64GB eMMC 5.1

DNN model Vision Transformer Base (ViT-Base)

packed part of input matrix in INT format (B1), converted part

of input matrix in FP format (B2), and the part to be processed

by the Tensor core of input matrix in INT format (B3). We design

the simultaneous execution of Tensor cores and CUDA cores by

referring to the kernel fusion technique proposed by prior work

[33]. We implement the VitBit kernels by aggregating the threads

for Tensor cores and CUDA cores into a single thread block. This

strategy relies on the fact that Tensor cores and CUDA cores run in

parallel if different warps in a single thread block of a kernel utilize

the two units simultaneously [43]. As described in Algorithm 2,

VitBit fuses the GEMM operation kernels for B3 and A1, processed

on tensor cores, with the GEMM operation kernels for B1 and A1,

executed on INT CUDA cores, while GEMM operation kernels for

B2 and A2 process FP CUDA cores.

To implement the algorithm 2, we profile the cublas library used

in real DNN models to investigate the thread block sizes utilized

by Tensor cores [26]. We find that Tensor cores utilize a smaller

portion of thread block sizes compared to the total available thread

block size. Based on this finding, we divide the entire thread block

into two portions; one for the warps to be executed on Tensor cores

and the other for the warps to be executed on CUDA cores. Due

to the significant proportion of warps occupied by INT cores and

FP cores, we schedule them alternately at the warp level to prevent

task concentration on one core during warp scheduling.

Figure 4 illustrates GEMM operation performed by VitBit in

CUDA cores. The figure demonstrates that the use of packed data

allows for parallel computation. INT core processes Matrix A1,

in integer format, and the packed data matrix B1, while FP core

processes matrix A2, in floating point format, and the converted

data matrix B2. VitBit divides the width of the packed portion and

the converted portion of Matrix B according to the ratio defined in

Equation 1. This computation takes advantage of the parallelism

afforded by packing, thereby balancing the computational load

with that of the converted data. Consequently, VitBit maintains an

equitable workload distribution across both the INT and FP cores

during operations.

CUDA Core Kernel: VitBit reconstructs kernels to process ma-

trix B3 using the INT cores within CUDA cores for CUDA core

kernels. Then, VitBit uniformly applies packing to matrix B1 for

both types of kernels, enabling simultaneous execution of opera-

tions on matrix B1 and matrix B2. Unlike in Tensor core kernels,

VitBit enables processing matrix B3 differently, in CUDA core ker-

nels, VitBit enables executing the operations for matrix B3 and

simultaneous operations for matrix B1 and matrix B2 sequentially.

Employing both INT and FP CUDA cores for processing provides a

certain degree of performance improvement compared to simply

using INT cores for all matrices.

Table 3: Comparison group for evaluation. Methodologies
labeled with “T” are evaluated for Tensor core kernels (e.g.,
GEMM) while those labeled with “C” are evaluated for CUDA
core kernels (e.g., GeLU, Dropout, etc.). A method with “T,C”
is evaluated for both Tensor core kernels and CUDA core
kernels, indicating that VitBit serves as a universal solution
for both types of kernels.

Methods Description

TC (baseline) T

Execution of Tensor cores only

(baseline for Tensor core kernels)

IC (baseline) C

Execution of INT cores only

(baseline for CUDA core kernels)

FC C

Execution of FP cores only by converting

INT inputs to FP using type casting

IC+FC C

Simultaneous execution of

INT and FP CUDA cores

Tacker T

Simultaneous execution of

Tensor cores and INT CUDA cores

TC+IC+FC T

Simultaneous execution of

Tensor cores, INT and FP CUDA cores

VitBit (Ours) T,C

INT packing with simultaneous execution of

Tensor cores, INT and FP CUDA cores

4 EVALUATION
4.1 Methodology
Table 2 describes the system specification of the NVIDIA Jetson

Orin platform for evaluation and the target DNN workload, Vision

Transformer Base model (i.e., VIT-Base). We obtain the ViT-Base

model, pretrained with ImageNet, from Hugging Face [16, 20]. As

described in Section 2, we focus on integer-only quantized mod-

els, which are composed of integer weights and receive integer

inputs for inference. We implement the Vision Transformer Base

model (ViT-Base) and customize it to measure the performance

improvement of VitBit [11]. We reference the open-source code for

implementation of kernels similar to those used in the actual ViT-

Base model [41]. Additionally, to ensure accuracy while using the

integer-based computations, we apply the computational process

provided in the I-ViT paper [22].

We conduct experiments targeting INT8, one of the numeric

formats commonly used in DNN model inference [22, 24]. VitBit

packs two INT8 input values. It is worth noting that although VitBit

utilizes INT8 in this paper, VitBit is applicable to the lower bitwidth

integers, allowing for packing of up to 4 values as illustrated in

Figure 3. Further analysis and research on these numeric formats

will be conducted as part of future work.

Table 3 describes several evaluated methods that utilize CUDA

cores and Tensor cores. TC represents the baseline methodology,

which only executes Tensor cores for Tensor core kernels. IC exe-

cutes INT CUDA cores only, serving as a baseline for CUDA core

kernels. FC utilizes FP CUDA cores only by converting INT in-

puts to floating point data format. IC+FC enables simultaneous

execution for INT and FP CUDA cores. Tacker fuses kernels from
multiple workloads to utilize Tensor cores and CUDA cores in par-

allel [43]. As Tacker requires distinct kernels for fusion, we enable
simultaneous execution of Tensor cores and CUDA cores during a

single kernel execution for fair comparison. TC+IC+FC leverages

INT, FP CUDA cores, and Tensor cores simultaneously. Our design,

VitBit, combines TC+IC+FC technique with operand packing to

further enhance arithmetic density. For CUDA core kernels, VitBit
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Figure 5: Inference time comparison according to the simulta-
neous execution techniques. All results are normalized to the
baseline, TC. VitBit achieves a 1.22× speedup, while Tacker
and TC+IC+FC show 1.06×, and 1.11× speedup, respectively

Figure 6: Execution time comparison of Linear kernels of
ViT-Base model. All results are normalized to the baseline,
TC. VitBit achieves the average speedup by 1.28× and the
maximum speedup of 1.35× compared to the baseline with
Linear kernels.

preprocesses inputs, and then executes INT and FP CUDA cores

simultaneously.

4.2 Experimental Results
Performance:We evaluate performance using normalized in-

ference time as the key metric. We conduct the experiments five

times and calculate the arithmetic average of speedup over the base-

line, TC. Figure 5 presents the experimental results of simultaneous

execution solutions, including TC, Tacker, TC+IC+FC, and VitBit,

compared to the baseline TC. VitBit achieves a 1.22× speedup, while
Tacker and TC+IC+FC show 1.06×, and 1.11× speedup, respectively.

The simultaneous execution of CUDA cores and Tensor cores sig-

nificantly enhances arithmetic density, resulting in the speedup.

Particularly, VitBit outperforms TC+IC+FC by 1.1×, highlighting
the effectiveness of the proposed operand packing policy.

ViT comprises repetitive attention blocks, each consisting of Lin-

ear, Softmax, Dropout, Normalization, and GeLU activation kernels

[11]. Figure 6 demonstrates the speedup of Tensor Core kernels,

which are Linear, composed of GEMM operations during ViT-Base

inference. VitBit achieves the average speedup by 1.28× and the

maximum speedup of 1.35× compared to the baseline with Linear

kernels. As compute-intensive GEMM operations primarily consti-

tute the Linear kernels, the simultaneous execution of Tensor cores

and CUDA cores effectively accelerate Linear kernels.

For CUDA core kernels described in Section 3.3, VitBit executes

INT and FP CUDA cores simultaneously with packed integers. Fig-

ure 7 depicts the speedup of CUDA core kernels for attention block.

VitBit achieves the average speedup by 1.14× compared to the IC
and FC with CUDA core kernels, while IC+FC shows an average

Figure 7: Execution time comparison of kernels excluding the
linear kernels of the ViT-Base model. All results are normal-
ized to the baseline, IC. VitBit achieves the average speedup
by 1.14× compared to the IC, while IC+FC shows an average
of 1.05× speedup.

Figure 8: Arithmetic density while inference the ViT-Base
model using VitBit. VitBit enhances arithmetic density by
1.28×, while Tacker and TC+IC+FC improve arithmetic den-
sity by 1.11× and 1.17×, respectively.

of 1.05× speedup. Particularly, VitBit achieves 1.18× speedup by

maximum, compared to IC, indicating that the operand packing is

effective for CUDA core kernels.

Figure 8 exhibits the normalized arithmetic density over the base-

line, TC. The simultaneous execution techniques consistently show

improvement in arithmetic density compared to the baseline. VitBit

enhances throughput during Vit-Base model, leading to improved

arithmetic density. While VitBit enhances arithmetic density by

1.28×, Tacker and TC+IC+FC improve arithmetic density by 1.11×
and 1.17×, respectively.

Instruction Count Comparison: Figure 9 illustrates the nor-
malized Instruction Count compared to IC+FC. VitBit reduces the
total instruction count for kernel execution by up to 1.5× compared

to IC+FC. By packing multiple integer values and processing them

simultaneously, VitBit successfully decreases the total instruction

count for kernel execution. Reduction in instruction count con-

tributes to accelerating kernel execution. Given that embedded

GPUs typically suffer from limited core performance, VitBit is an

outstanding solution for embedded GPUs.

Instructions Per Cycle: As VitBit efficiently utilizes all the

arithmetic units in a GPU and reduces the instruction count, it

eventually executes more instructions within a fixed time window

compared to the baseline. To show our argument, we measure the

average Instructions Per Cycle (IPC) while processing an inference.
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Figure 9: The number of instructions per layer within each
layerwhile inference theViT-Basemodel usingViTBit. VitBit
reduces the total instruction count for kernel execution by
up to 1.5× compared to IC+FC.

Figure 10: Average IPC of ViT-Base layers while inference
the ViT-Base model using ViTBit. Utilizing both INT and FP
CUDA cores results in a 1.3 × higher IPC than using either
INT cores or FP cores solely.

Figure 10 shows the experimental results. Utilizing both INT and

FP CUDA cores with VitBit achieves an 1.3 × higher IPC than using

either INT cores or FP cores. Leveraging both cores simultane-

ously enables processing more instructions within the same time,

consequently leading to an overall speedup in inference time.

5 RELATEDWORK
Various numeric formats for DNN workloads: Numerous

prior work has utilized various bitwidths to run DNN workloads

energy-efficiently [12, 21, 25, 32, 34, 37, 42, 44]. Some prior work

has derived accuracy close to using FP32 by changing the precision

within the floating point, such as FP8 or FP6 [34, 37, 42]. Similarly,

various prior work has obtained performance close to using INT8

with formats such as INT2, INT3, and INT4 in the inference process

or has obtained performance close to using FP32 with INT8 in train-

ing [21, 44]. HBFP has been proposed a new approach that uses

both BFP and FP formats [12]. Using BFP for all operations leads to

several challenges for running DNN workloads. Since DNN opera-

tions often result in tensors with wide value distributions, that can

be too wide for BFP, leading to an accuracy loss. Additionally, BFP

may increase costs due to numerous mantissa realignments and

exponent computations depending on the characteristics of opera-

tions. Therefore, HBFP has used BFP for all dot product operations

and FP for other operations.

Implementation of various numeric formats onGPU:There
has been several prior work to use low bitwidth values in GPUs

[1, 35]. X. Wang et al., has introduced a GPU register packing

scheme that dynamically exploits narrow-width operands to pack

multiple operands into a single full-width register [35]. The prior

work has utilized the key insight that most computed results ac-

tually have fewer significant bits compared to the full width of

a 32-bit register for many applications. The scheme enables high

throughput as well as memory latency hiding in GPUs by exploiting

massive thread-level parallelism. It is because the register packing

technique utilizes register file space more efficiently, enabling the

GPU to assign additional thread blocks on SMs. CORF has proposed

a novel register file architecture that performs register coalescing

by combining reads to multiple registers required by a single in-

struction into a single physical read [1]. The prior work has utilized

the register packing technique to enable register coalescing. To

increase the coalescing opportunities, the prior work has revised

the physical register file to allow coalescing reads across different

physical registers that reside in mutually exclusive sub-banks.

Simultaneous execution of CUDA cores and Tensor cores:
H. Zhao st al., has introduced Tacker, which enables the simulta-

neous execution of CUDA cores and Tensor cores by fusing the

kernels that use CUDA cores and Tensor cores, respectively [43].

Tacker has used both cores if different warps in a thread block of

a kernel need to use the cores concurrently. To ensure QoS of ap-

plications while using the technique, the prior work has proposed

accurate prediction modeling and has applied it to scheduling. K.

Ho et al., has proposed a technique that offloads part of the GEMM

operation from the Tensor core to the CUDA core to fully utilize

GPU resources [15]. The technique has novelty in that it is purely

hardware-based and does not require additional compiler or soft-

ware support. Additionally, it also avoids the resource contention

issue since only one kernel is running in one SM.

6 CONCLUSION
Traditional GPU architectures, designed to support a limited set of

numeric formats, face challenges in meeting the diverse require-

ments of modernAI applications, which demand support for various

numeric formats to optimize computational speed and efficiency.

To address this challenge, we propose a novel software technique

called VitBit, enabling efficient processing of arbitrary integer for-

mat values. The two key ideas are the packing of arbitrary integer

formats for parallel computation and the simultaneous execution

of Tensor cores, FP32 CUDA cores, and INT32 CUDA cores. Vit-

Bit achieves 1.35 × speedup for Tensor core kernels (e.g., GEMM)

compared to the baseline, which only utilizes Tensor cores. Further-

more, VitBit accelerates CUDA core kernels up to 1.18 × compared

to the kernels leveraging INT cores only. Finally, VitBit achieves

the overall 1.22× speedup and 1.28 × improvements in arithmetic

density than the vanilla kernels of the quantized ViT-Base model.
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