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Abstract
K-means clustering is widely used in applications such as

classification, recommendation, and image processing for its

simplicity and efficiency. While often deployed on servers,

it is also used on mobile platforms for tasks like sensor data

analysis. However, mobile devices face tight hardware and

energy constraints, making efficient execution challenging.

Prior parallel K-means approaches still suffer from GPU un-

derutilization due to warp divergence and leave CPUs idle.

This paper proposes Kubism, a novel software technique

that disassembles and reassembles a K-means clustering al-

gorithm to maximize CPU and GPU resource utilization on

mobile platforms. Kubism incorporates several key strate-

gies, including reordering operations to minimize unneces-

sary work, ensuring balanced workloads across processing

units to avoid idle time, dynamically adjusting task execution

based on real-time performance metrics, and distributing

computation efficiently between the CPU and GPU. These

methods synergistically improve performance by reducing

idle periods and optimizing the use of hardware resources.

In our evaluation on the NVIDIA Jetson Orin AGX platform,

Kubism achieves up to a 2.65× speedup in individual cluster-

ing iterations and an average 1.23× improvement in overall

end-to-end execution time compared to prior work.
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1 Introduction
K-means clustering is widely used across applications, such

as data classification, recommendation systems, and image

processing [5, 12, 34]. The goal of K-means clustering is to

minimize the sum of the squared distance between each

data point and its assigned centroid, thus achieving high

intra-cluster similarity and low inter-cluster similarity [4,

7, 29]. As the number of data points and clusters increases,

the computational and memory requirements for K-means

clustering grow linearly [24].

While K-means clustering is frequently deployed in server

environments, mobile platforms also rely on it for tasks like

sensor data processing. However, mobile platforms face addi-

tional hardware and energy constraints compared to servers.

Moreover, the linear growth of the computational and mem-

ory requirements depending on the data point count results

in significant execution time and energy consumption, mak-

ing K-means clustering execution more challenging. Prior

work has proposed techniques that reduce redundant com-

putations by skipping unnecessary distance calculations and
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accelerate a K-means clustering algorithm by leveraging

Graphics Processing Unit (GPU) parallel computing capabil-

ities [11, 33]. However, those software techniques still un-

derutilize hardware resources on mobile platforms equipped

with CPUs and GPUs. In case of a GPU-accelerated Yinyang

K-means clustering algorithm [33], during skipping process,

iterations that are skipped cause the corresponding GPU

threads to become idle. Such behavior occurs warp diver-

gence as no adjustments are made to mitigate this issue in

this technique. Furthermore, as the implementation does not

utilize the CPU, the multicore CPU remains unused.

In this paper, we propose Kubism, a novel software tech-

nique that disassembles and reassembles a K-means cluster-

ing algorithm to efficiently use the hardware resources in

mobile platforms. With the key insights that we mentioned,

Kubism addresses these challenges by balancing workloads

between the CPU and GPU, reducing idle time, and further

improving the parallel processing capabilities of GPUs com-

pared to the prior work.

Inspired by a GPU-accelerated Yinyang K-means algo-

rithm [33], we focus on innovating the local filter algorithm,

which accounts for over 90% of the total execution time. Ku-

bism dynamically adapts the local filter algorithm to the skip

ratio and eliminates unnecessary computations through re-

ordering, warp balancing, and intelligent task partitioning

across mobile GPUs and CPUs, called heterogeneous task dis-
tribution (HETD). The reordering technique performs early

boundary checks, allowing for quick identification of skip-

pable computations. This approach reduces unnecessary

work by avoiding redundant thread executions on the GPU,

helping to preventwarp divergence. Thewarp balancing tech-
nique creates a new GPU kernel for the local filter algorithm,

grouping threads that run active distance calculations into ad-

jacent positions within the kernel, which improves hardware

resource utilization of GPUs. The dynamic skip ratio decision
mechanism optimizes warp balancing based on the skip ra-

tio of each iteration. The heterogeneous platform-aware task
distribution (HETD) technique balances the computational

load between the CPU and GPU, further improving perfor-

mance compared to GPU-only implementations on mobile

platforms. We implement HETD without introducing heavy

data movement overhead between the CPU and GPU by ex-

ploiting page-locked memory allocations, enabling efficient

data sharing.

In our evaluation on the NVIDIA Jetson Orin AGX plat-

form, Kubism achieves up to a 2.65× speedup in individual

clustering iterations compared to the prior GPU-accelerated

Yinyang K-means clustering implementation [33]. Also, Ku-

bism achieves an average 1.23× improvement in overall end-

to-end execution time for complete clustering.

The contributions of this paper are as follows:

• We analyze the behavioral characteristics of a state-of-

the-art K-means clustering algorithm and demonstrate

that its performance can be improved by disassembling

and reassembling the entire workflow.

• We propose Kubism that effectively utilizes both CPU

and GPU resources and increases GPU thread effi-

ciency.

• Our evaluation shows that Kubism achieves up to

a 2.7× speedup in iterations and a 1.2× speedup in

overall execution time compared to the prior GPU-

accelerated K-means clustering implementation.

The rest of this paper is organized as follows. Section 2

explains the challenges that we define. Section 3 presents

Kubism, our proposed solution. Section 4 explains the evalu-

ation methodology and results. Section 5 discusses related

work. Section 6 concludes this paper.

2 Why Kubism?
2.1 K-Means Clustering Algorithms
Clustering algorithms are essential for many data-intensive

applications such as data classification, recommendation

systems, and image processing. K-means clustering is par-

ticularly popular due to its efficiency and simplicity in parti-

tioning data into clusters [3, 11, 15, 16, 33, 35]. The objective

of K-means clustering is to minimize the sum of the squared

distance between each data point and its corresponding clus-

ter centroid, so data points within a cluster exhibit high

similarity to each other while maintaining dissimilarity from

points in other clusters.

As the number of data points and clusters increases, the

computational and memory requirements for K-means clus-

tering grow linearly [24]. This linear growth in computa-

tional and memory needs, depending on the number of data

points, results in significant execution time and energy con-

sumption. To address this challenge, prior work has proposed

novel K-means clustering algorithms utilizing the skipping

mechanism to eliminate redundant computations inherent

in the original K-means clustering [11–14, 24].

In the original K-means clustering, although most data

points retain their cluster assignments during iterations, the

algorithm still performs unnecessary distance calculations

for all data points. To address this challenge, prior work has

proposed the Yinyang K-means clustering algorithm [11].

This algorithm includes a mechanism that skips distance

calculation based on a boundary check so that it reduces

the execution time compared to the original algorithm. The

skipping distance calculation process identifies such data

points using three key values: the upper bound, the lower

bound, and drift for each data point. The upper bound repre-

sents the distance from a data point to its assigned cluster

centroid, while the lower bound is the distance to the nearest

centroid among the other cluster centroids. Drift denotes the

maximum shift of centroids due to updates in each iteration.

If the difference between the lower bound and the drift is

greater than the upper bound, the nearest centroid cannot
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Algorithm 1 Yinyang K-Means Clustering Algorithm

Input: Dataset 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛 }, number of clusters 𝑘 , initial centroids𝐶 =

{𝑐1, 𝑐2, . . . , 𝑐𝑘 }
Output: Final cluster centroids𝐶 , cluster assignments for each data point

1: function Yinyang_Kmeans(𝑋 , 𝑘 ,𝐶)

2: // Step 1: Group centroids into groups

3: Group centroids into 𝑖 groups for use in the group filtering step

4: 𝐺 = {𝑔1, 𝑔2, . . . , 𝑔𝑖 }
5:

6: while not converged do
7: // Step 2: Initialization

8: Compute initial upper bound 𝑢𝑏𝑛 for each data point 𝑥𝑛
9: Compute initial lower bound 𝑙𝑏𝑖 using distance to centroids in group 𝑔𝑖
10:

11: // Step 3: Calculate centroid drift

12: Calculates drift for each 𝑐𝑘 and stores maximum drift per 𝑔𝑖
13:

14: // Step 4: Group filter

15: for 𝑑𝑝 = 0 to 𝑛 do // For all data points

16: for 𝑐𝑒𝑛𝑡 = 0 to 𝑖 do // For all groups

17: if group 𝑙𝑏𝑐𝑒𝑛𝑡 is ≥ 𝑢𝑏𝑑𝑝 then
18: Skip distance calculation for 𝑥𝑑𝑝 and entire group 𝑔𝑐𝑒𝑛𝑡
19: end if
20: end for
21: end for
22:

23: // Step 5: Local filter

24: for 𝑑𝑝 = 0 to 𝑛′ do // n’: # of data points passed through group filter

25: for 𝑐𝑒𝑛𝑡 = 0 to 𝑘 do // For all centroids

26: if 𝑙𝑏𝑐𝑒𝑛𝑡 is ≥ 𝑢𝑏𝑑𝑝 then
27: Skip distance calculation for 𝑥𝑑𝑝 and 𝑐𝑐𝑒𝑛𝑡
28: end if
29: end for
30: end for
31:

32: //Step 6: Centroid adjust

33: Adjust position of each 𝑐𝑘
34:

35: end while
36: end function

become the new centroid for the data point, as the distance

to the currently assigned centroid remains shorter despite

the centroid shifts.

Algorithm 1 describes the Yinyang K-means clustering al-

gorithm. Yinyang K-means clustering reduces computational

overhead by implementing a two-step filtering process called

the group filter and the local filter [10]. The group filter first

skips unnecessary distance calculations at the granularity

of centroid groups, and then the local filter eliminates re-

dundant distance calculations within each group. Initially,

centroids are organized into groups, and in the group filter-

ing stage bounds are applied to filter out centroid groups

that do not require additional distance calculations. This ap-

proach efficiently reduces a large number of computations

with only a small number of distance comparisons. After the

group filtering, the algorithm determines the best centroid

within the groups that pass through the filter. Within these

groups, Yinyang K-means clustering applies a local filter

further to skip unnecessary computations.

Both the original K-means clustering and YinyangK-means

clustering algorithms offer opportunities for parallel comput-

ing, which can be leveraged to further enhance their perfor-

mance. Prior work has proposed algorithms that accelerate

both methods using GPUs [18, 33]. By taking advantage of

the massive parallelism offered by GPUs, computations such

as distance calculations and centroid updates are distributed

across many processing cores. Such a behavior results in

substantial improvements in execution time and efficiency

compared to CPU-based implementations. In the case of

Yinyang K-means clustering, prior work has shown that

its GPU-based implementation outperforms the GPU-based

implementation of the original K-means clustering [33].

2.2 K-Means Clustering in Mobile Platforms
Not only servers but also embedded systems often employ K-

means clustering for online tasks such as processing images

generated by sensors. These tasks are important for features

such as image recognition, augmented reality, and environ-

mental sensing [1, 2, 17, 32]. For example, autonomous driv-

ing systems commonly use the K-means clustering algorithm

to analyze sensor data for tasks like lane and object detection

[8, 21]. On mobile platforms, K-means clustering helps with

image detection by automatically determining the sizes and

number of anchor boxes [6, 19, 20]. The algorithm groups

sensor images and configures anchor boxes, removing the

need for manual parameter settings. These applications are

also important for robotics, which rely on image detection

and pattern recognition to process sensor data [22]. Recent

improvements in deep neural networks (DNNs) have made

clustering algorithms even more useful on mobile devices.

Combining K-means clustering with DNNs improves the

performance of data analysis tasks [6, 20].

These applications show that K-means clustering plays a

key role in the wide range of data analytics tasks on embed-

ded systems. K-means clustering improves the processing ca-

pabilities of embedded hardware platforms through efficient

data segmentation and feature extraction while maintain-

ing real-time performance requirements. As the demand for

data analytics tasks on mobile and embedded systems grows,

efficient implementation of K-means clustering is essential

for such resource-constrained hardware platforms.

2.3 Key Challenges of K-Means on Mobile Platforms
Many mobile platforms have been equipped with low-power

GPUs, enabling more efficient execution of K-means clus-

tering by leveraging parallel processing capabilities com-

pared to traditional mobile platforms equipped only with

CPUs. In the case of NVIDIA Jetson, embedded Systems-

on-a-Chip (SoC) consists of both a CPU and a GPU, which

physically share the same SoC DRAM memory to minimize

the cost of host-to-device data transfers [27]. Implementing

K-means clustering on mobile platforms presents unique

challenges due to limited computational resources and en-

ergy constraints. K-means clustering algorithms exhibit com-

putational complexity and memory access operations that

scale linearly with both the number of input data points and

the number of clusters, which leads to substantial increases

in execution time and energy consumption [9, 30, 31].
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Figure 1. Visualized example for warp divergence in a warp.

The left side shows the case where the skip ratio is 0. All

threads perform distance calculations, so warp divergence

does not occur. The right side demonstrates the case where

the skip ratio is 0.9. A few threads within a warp perform

computations while the others wait until the calculations

are completed.

Table 1. Experiment Configuration

Platform NVIDIA Jetson Orin AGX

GPU Architecture Ampere architecture

GPU Cores 8 SMs, 1792 CUDA cores, 56 Tensor cores

Max. # of Threads per SM/Block 1536 / 1024

CPU 12-core Arm Cortex-A78AE v8.2

Memory 32 GB LPDDR5, Bandwidth: 204.8 GB/s

The GPU-accelerated Yinyang K-means clustering imple-

mentation proposed by prior work does not take full advan-

tage of the hardware characteristics of embedded GPUs and

CPUs [33]. On the GPU side, some threads perform distance

calculations while others remain idle until the calculations

are complete. Such a behavior is known as warp divergence

[18]. Warp divergence incurs an imbalance in the workload

across threads in a warp. Such an imbalance causes a large

portion of GPU hardware resources to remain idle until the

active threads finish their calculations. Figure 1 represents a

visualized example of warp divergence in Yinyang K-means

clustering. The left side in the example represents the case

where the skip ratio is 0. All threads perform distance calcu-

lations, so warp divergence does not occur. The right side

shows the case where the skip ratio is 0.9. A few threads

within a warp perform distance calculations while the other

threads stall until the calculations are completed.

We conduct experiments to analyze the behavioral impact

of warp divergence in Yinyang K-means clustering on a mo-

bile platform, using the NVIDIA Jetson Orin AGX platform

[27]. We use the source code of the GPU-accelerated Yinyang

K-means clustering algorithm proposed by the prior work

[33]. Detailed system configurations of the NVIDIA Jetson

Orin AGX platform are provided in Table 1. The dataset used

in our experiments contains one million data points with

128 feature dimensions.

We first profile the average active thread per warp metric

during execution using Nsight Compute [25]. This metric

Table 2. Example of the number of active threads sampled

in five iterations.

Iteration Skip Ratio
Number of Active Threads

per Warp
1 0.91 2.84

2 0.60 12.76

3 0.24 24.16

4 0.06 29.96

5 0.01 31.58

Fig 2. Speedup
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Figure 2. Speedup of Oracle implementation compared to

the GPU-accelerated Yinyang K-means proposed in prior

work. Oracle represents an implementation with minimized

warp divergence. Iterations 1, 17, 18, and 19 exhibit signifi-

cant speedup due to higher skip ratios, with Oracle achieving

at least 5× speedup.

represents the average number of active threads in a warp for

each executed instruction. Nsight Compute calculates it by

dividing the total number of executed instructions across all

threads by the number of instructions executed by the entire

warp. If some threads in a warp remain idle, the metric shows

a low value (e.g., 3). If all threads in the warp are active, the

metric approaches the maximum value of 32.

Table 2 shows the profiling results for the first to fifth

iterations. Due to the warp divergence, the number of active

threads significantly decreases. We observe that the number

of active threads is highly related to the (1 - skip ratio), which

means a ratio of distance calculation for each iteration. Since

the first two iterations exhibit high skip ratios, the number

of active threads per warp is much smaller than 32. As the

first iteration has the highest skip ratio among five iterations,

it exhibits the lowest active threads. In our initial study, 30%

of threads are inactive during the end-to-end execution of

the GPU-accelerated Yinyang K-means clustering.

Figure 2 presents the experimental results of the speedup

depending on the skip ratios for each iteration of the Yinyang

K-means clustering algorithm. For comparison, we imple-

ment an oracular implementation of Yinyang K-means clus-

tering called Oracle, which heuristically eliminates warp

divergence. In this graph, The X-axis shows the correspond-

ing iterations, and the Y-axis shows the speedup per iteration.

Overall, this workload runs 30 iterations. Among all the iter-

ations, the workload runs the original K-means clustering



Kubism: Disassembling and Reassembling K-Means Clustering for Mobile Heterogeneous Platforms LCTES ’25, June 16–17, 2025, Seoul, Republic of Korea

algorithm from the first to the third iteration, so we exclude

them from our analysis and show 27 iterations. We measure

the per-iteration speedup of Oracle over the baseline, the

GPU implementation of Yinyang K-means clustering pro-

posed by the prior work [33]. In iterations 1, 17, 18, and 19,

the skip ratio exceeds 0.8, resulting in the Oracle implemen-

tation achieving a speedup of at least 5× compared to the

prior work. Specifically, in iterations 17 and 18, where the

skip ratio surpasses 0.95, the Oracle implementation achieves

a speedup greater than 10×.
On the CPU side, its underutilization is another significant

issue while running K-means clustering on embedded GPUs.

The CPU is only utilized for a limited number of tasks, such

as launching kernels, while the GPU handles the main com-

putational workload.We profile the utilization of the CPUs in

the NVIDIA Jetson Orin AGX platform during the execution

of Yinyang K-means clustering. We use Nsight Systems for

profiling [26]. Profiling results show that the CPU in Jetson

platform remains idle for 98.6% of the total execution time,

highlighting the inefficiency in utilizing available CPUs.

The main challenges identified in implementing K-means

clustering on mobile platforms involve both GPU and CPU

underutilization. On the GPU side, warp divergence caused

by the filtering mechanism incurs significant idle time, as

some threads skip computations while others remain active,

resulting in performance slowdowns. This inefficiency be-

comes critical if the skip ratio is high, causing substantial

execution time increases. Also, the CPU remains idle during

execution, as it is only used for tasks such as kernel launches.

These issues highlight the need for better utilization of both

GPU and CPU to improve performance in mobile platforms.

We make the following observations to resolve this chal-

lenge. K-means clustering works in multiple passes, making

it well-suited for dynamic and adaptive innovations. Its struc-

ture allows for adjustments, like reordering and skipping dis-

tance calculations, without impacting result accuracy. This

iterative and flexible nature of K-means clustering makes it

possible to break down and rebuild the algorithm to better

fit the hardware features of mobile platforms.

The execution time and behavior of K-means clustering

vary depending on the number of data points and the length

of feature vectors. Longer feature vectors also add to the

workload by requiring more resources for each calculation,

which uses up more memory and increases access time. Pro-

cessing large, high-dimensional datasets can strain mobile

or embedded systems and add extra overhead, especially if

tasks are split between the CPU and GPU. Techniques like

page-locked memory allocation can help lower data trans-

fer costs, but an adaptive approach could make things even

more efficient. By adjusting to the demands of the task based

on data size and feature size, adaptive solutions can handle

overhead better.

Fig.4 Overview
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Figure 3. Kubism overview.

3 Kubism
3.1 Key Idea of Kubism
To address the challenges discussed in the previous section,

we propose Kubism, a new software approach designed to

improve computational efficiency on mobile heterogeneous

platforms. Unlike traditional methods that do not fully utilize

either the CPUs or GPUs, Kubism takes full advantage of the

parallel processing capabilities of both CPU and GPU.

Inspired by the Yinyang K-means clustering algorithm,

Kubism takes advantage of two key features while running

over multiple iterations. First, we focus on redesigning the

local filter function that accounts for over 90% of the total

execution time. Second, within each iteration, it is possible to

change the order of skipping steps and calculations without

affecting the accuracy of the results. By considering these fac-

tors, we design Kubism by disassembling and reassembling

the K-means clustering algorithm to improve the threads and

hardware resource utilization of mobile GPUs and CPUs.

Figure 3 describes an overview of Kubism. Kubism is based

on the following four key ideas: Clustering reordering, warp

balancing, dynamic skip ratio decision, and heterogeneous

platform-aware task distribution (HETD).

The clustering reordering technique makes the clustering

process more efficient by reorganizing the original Yinyang

K-Means clustering algorithm. Instead of repeatedly check-

ing whether each data point can be skipped before doing

distance calculations, Kubism checks the bound values for

all data points early on, before any calculations start. This

early check helps Kubism find threads that do not need to do

distance calculations, cutting down on unnecessary work.

Warp balancing mitigates warp divergence by organizing

threads within a warp to perform only necessary distance

calculations. Kubism addresses this issue by creating a new

GPU kernel for the local filter algorithm that groups threads

performing active distance calculations into adjacent posi-

tions within the kernel. With this technique, the threads in

the new kernel proceed through the loop together, minimiz-

ing idle periods caused by skipped centroids. By completing

distance calculations with all centroids in fewer loops and
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Figure 4. Kubism workflow for five phases, including ini-

tialization and four clustering iterations.

maintaining active participation of all threads, Kubism sig-

nificantly improves the hardware resource utilization.

The dynamic skip ratio decision in Kubism further im-

proves the use of warp balancing by monitoring the effec-

tiveness of the process. The dynamic skip ratio decision

performs two key functions. First, the technique determines

the skip ratio threshold required for applying optimizations

of Kubism during each iteration. Second, the technique de-

cides whether to apply warp balancing based on the skip

ratio threshold and the monitoring results of the current iter-

ation. While warp balancing reduces warp divergence, it can

add extra execution time if an iteration has a low skip ratio

(e.g., 5%). In such a case, the overhead from warp balancing

outweighs its benefits, as warp divergence has less impact.

To address this issue, Kubism predicts the execution time of

the local filter based on the execution time of the previous

iteration and the skip ratio, as well as the skip ratio of the

current iteration. If the actual execution time exceeds the

predicted time, Kubism sets a skip ratio threshold. Kubism

applies the warp balancing only to iterations with a skip ratio

higher than this threshold, using the technique efficiently.

The HETD technique in Kubism employs heterogeneous

computing by distributing distance calculations between

the CPU and GPU. Kubism adaptively determines the best-

performing partitioning ratio of distance calculations be-

tween the two processors, so the CPU and GPU have similar

execution times. This balanced distribution maximizes hard-

ware resource usage and enhances overall performance.

3.2 KubismWorkflow
Figure 4 shows the Kubism workflow with a series of phases.

Themain goal of the performancemonitoring in Kubism is

to dynamically adjust the application of techniques based on

the runtime behavior of each iteration. As shown in Section

2, the skip ratio decreases as iterations progress, indicating

that a larger number of data points need to be processed

in later stages. Kubism continuously monitors this behav-

ior, applying warp balancing until it identifies a skip ratio

threshold where further warp balancing negatively affects

performance.

Initialization Phase: Kubism first initializes key param-

eters that drive its monitoring mechanism. The performance

monitor is initialized with six fields: skip ratio threshold

(skip_threshold), the current and previous iteration execu-

tion times (curr_exec_time and prev_exec_time), skip ra-

tios of the current and previous iterations (curr_skip_ratio
and prev_skip_ratio), and the expected execution time for

the current iteration (exp_exec_time). During the initializa-
tion kernel, these values are set to zero, and upper and lower

bounds are established, similar to the Yinyang K-Means clus-

tering algorithm. This initialization step occurs not only in

the first iteration but also if the number of data points filtered

in the group filter exceeds a certain threshold.

First iteration: During the first iteration, Kubism applies

warp balancing along with reordering and HETD since no

skip ratio threshold has been set yet. The monitor records

the skip ratio for this iteration in curr_skip_ratio before
starting the distance calculation. After the calculations, the

monitor stores the execution time in curr_exec_time. As
this is the initial iteration, there is no previous data to com-

pare with, and Kubism proceeds with full optimization.

Second iteration: In the second iteration, the monitor

updates the prev_skip_ratio and prev_exec_time fields
using the Values from the first iteration. Before the local

filter, the monitor calculates the expected execution time

(exp_exec_time) for this iteration using the values in the

previous iteration and the current skip ratio. Similar to the

first iteration, Kubism applies warp balancing as the thresh-

old is still zero. After the local filter, the monitor compares

curr_exec_time with exp_exec_time. In this case, the exe-

cution time is shorter than expected, so the threshold remains

unchanged, warp balancing is applied in future iterations.

Third iteration and threshold setting: In the third it-

eration, Kubism repeats the process of updating the previ-

ous execution values and recalculating the expected execu-

tion time. During this iteration, the monitor detects that

curr_exec_time is longer than exp_exec_time, indicating
that applying warp balancing is no longer beneficial. Then,

Kubism sets the skip ratio threshold to curr_skip_ratio,
preventing unnecessary warp balancing in future iterations

unless the skip ratio exceeds this threshold.

Fourth iteration and HETD: In the fourth iteration, Ku-

bism uses the established skip ratio threshold to determine

whether to apply warp balancing. The monitor calculates

curr_skip_ratio and compares it to the threshold. As the

skip ratio is lower than the threshold, Kubism avoids warp

balancing and only performs HETD to maximize efficiency.

By monitoring performance in real-time and selectively ap-

plying its optimization techniques, Kubism effectively mini-

mizes execution time while maximizing resource utilization

on mobile heterogeneous platforms.
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Algorithm 2 Kubism Algorithm

Input: Dataset 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛 }, number of clusters 𝑘 , initial centroids𝐶 =

{𝑐1, 𝑐2, . . . , 𝑐𝑘 }
Parameters: CPU-GPU partition ratio 𝛼 , skip ratio threshold 𝜃

Output: Final cluster centroids𝐶 , cluster assignments for each data point

1: function Kubism for local filter(𝑋 , 𝑘 ,𝐶 , 𝛼 , 𝜃 )

2: // Step 1: Initialization

3: Compute initial upper bounds 𝑢𝑏 [𝑖 ] for each data point 𝑥𝑖
4: Compute lower bounds 𝑙𝑏 [𝑖 ] [ 𝑗 ] for each data point 𝑥𝑖 to each cluster 𝑐 𝑗
5: Assign data points to nearest centroid

6: while not converged do
7: // Step 2: Update centroids

8: for each centroid 𝑐 𝑗 do
9: Update centroid 𝑐 𝑗 by averaging the assigned points

10: end for
11: // Step 3: Reordering and Skip Ratio Calculation

12: for each data point 𝑥𝑖 do
13: Update upper bound 𝑢𝑏 [𝑖 ] using the previous centroid
14: Update lower bounds 𝑙𝑏 [𝑖 ] [ 𝑗 ] for each centroid group

15: Determine if data point 𝑥𝑖 can skip distance calculation

16: if lower bound 𝑙𝑏 [𝑖 ] [ 𝑗 ] > 𝑢𝑏 [𝑖 ] then
17: Skip distance calculation for 𝑥𝑖 and centroid 𝑐 𝑗
18: else
19: Calculate distance between 𝑥𝑖 and centroids in the relevant group

20: Update cluster assignment for 𝑥𝑖 to the nearest centroid

21: end if
22: end for
23: // Step 4: Warp Balancing

24: if current skip ratio > 𝜃 then
25: Apply warp balancing to minimize warp divergence on GPU

26: end if
27: // Step 5: Heterogeneous Platform-Aware Task Distribution (HETD)

28: Dynamically distribute tasks between CPU and GPU to minimize idle time

29: // Step 6: Adaptive Load Balancing

30: Adjust partition ratio 𝛼 based on current workload and skip ratio

31: end while
32: return Final centroids𝐶 and cluster assignments

33: end function

3.3 Kubism Implementation Details
Kubism Algorithm: Algorithm 2 describes the key algo-

rithms of Kubism. As shown in Algorithm 2, each thread

processes one data point. The first step is to fetch the cen-

troid number currently assigned to each data point. Then, an

operation is performed to determine whether the distance

calculation can be skipped by comparing the upper and lower

bound values. The efficiency of this process is key to reduc-

ing overall execution time, if the filtering mechanism allows

for skipping a substantial number of distance calculations.

Kubism computes the skip ratio to assess how many dis-

tance calculations are skipped due to the filtering mecha-

nism applied during the reordering stage. As outlined in

Algorithm 2, the skip ratio is computed by the code running

on the GPU, which handles the summation and division of

computation counts stored for each data point during the

reordering phase. The GPU threads calculate the skip ratio

(𝑆𝑅) by dividing the total sum of the computation counts by

the number of operations that all data points filtered in the

group filter would perform with all centroids, as represented

by the following equation:

𝑆𝑅 = 1 − # of Distance Calculations

# of Centroids × # of Data Points

(1)

This calculation helps quantify the proportion of distance

calculations skipped during the execution, providing insight

into the effectiveness of the filtering mechanism. A higher

skip ratio indicates that the algorithm is more successful in

reducing unnecessary computations.

The warp balancing technique effectively addresses the

warp divergence problem in GPU computation. By sched-

uling computations across distance calculation loops, this

method reduces idle loops while calculating distances to all

centroids. We implement a balancing buffer that stores infor-

mation indicating which centroid each data point should pro-

cess during each loop. The balancing buffer is implemented

in device memory, so the GPU can manage and access the

data. Instead of directly storing centroid indices, Kubism

utilizes a bitmask representation within the balancing buffer.

Each bit in the bitmask indicates whether the distance to a

specific centroid should be calculated or skipped. Using this

information, Kubism retrieves centroid indices through the

bit positions and precomputes operations from future loops

that would result in idle loops. This precomputation elimi-

nates idle phases, thereby improving overall computational

efficiency by keeping all threads active during calculations.

Kubism distributes data points between the CPU and GPU

based on a partitioning ratio. The data points for both the

CPU and GPU use page-locked memory, which is essential

for heterogeneous computing environments. On embedded

platforms like NVIDIA Jetson, pinned memory maps directly

to the address space of the devices, allowing access without

needing to copy the data. This approach removes the over-

head caused by copying. For data structures that the CPU

only reads, the system copies them during the first iteration

to avoid transferring them between the CPU and GPU in

every iteration, improving overall efficiency.

Kubism transfers the data structures used for the CPU local

filter from the GPU. Also, during the local filter stage, Kubism

updates the data structures containing the bound values, as

well as centroid assignment information. As this stage runs

in parallel on both the CPU and GPU, Kubism allocates these

data structures in page-locked memory to minimize the time

needed to transfer the updated information back to the GPU

once the CPU local filter operation finishes.

Kubism uses heterogeneous computing by running the lo-

cal filter in parallel on both the CPU and GPU for the threads

distributed by HETD. Kubism initially sets the partitioning

ratio based on the CPU and GPU throughput of a given sys-

tem configuration, and the skip ratio of the current iteration,

which indicates the amount of computation. Then, Kubism

determines the number of data points assigned to the CPU

using the ratio. Kubism runs the CUDA kernel on the GPU

using the data points remaining after the CPU assignment.

During the clustering iterations, Kubism dynamically adjusts

the partitioning ratio by comparing the execution time of

CPU and GPU to balance them.
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Details of Monitoring Mechanism: In each iteration,

Kubismmonitors performance to optimize the execution pro-

cess. During the first iteration, Kubism initializes the system

by running the reordering, warp balancing, and heteroge-

neous computing stages with the skip threshold set to zero.

Kubism records the current execution time and skip ratio.

From the second iteration onward, it calculates the predicted

execution time using the equation:

𝑇𝑝𝑟𝑒𝑑𝑖𝑐𝑡 = 𝑇𝑝𝑟𝑒𝑣 ×
(1 − 𝑆𝑅𝑝𝑟𝑒𝑣)

(1 − 𝑆𝑅𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
(2)

where𝑇𝑝𝑟𝑒𝑑𝑖𝑐𝑡 ,𝑇𝑝𝑟𝑒𝑣 , 𝑆𝑅𝑝𝑟𝑒𝑣 , 𝑆𝑅𝑐𝑢𝑟𝑟𝑒𝑛𝑡 represent the predicted

execution time, previous execution time, previous skip ratio,

and current skip ratio, respectively.

After completing reordering, warp balancing, and hetero-

geneous computing in the second iteration, Kubism com-

pares the predicted execution time with the actual local filter

execution time. If the predicted execution time is less than

the local filter execution time, Kubism maintains the current

skip threshold. Otherwise, Kubism adjusts the skip thresh-

old for subsequent iterations. In the case where the current

skip ratio is lower than the skip threshold, Kubism skips

warp balancing and proceeds with reordering and hetero-

geneous computing. Otherwise, Kubism performs all stages

as usual. This monitoring and adjustment process repeats

across iterations, so Kubism dynamically adapts to optimize

performance based on the relationship between execution

time and skip ratio, iterating through reordering, warp bal-

ancing, and heterogeneous computing as needed.

Overhead Analysis: Kubism introduces several stages

that contribute to software overhead, but the overall impact

remains negligible. During the reordering phase, the primary

modification involves adjusting the sequence of skip deci-

sions and distance calculations. To minimize the overhead,

Kubism first estimates the skip ratio by sampling a subset

of data points instead of computing it for every point. This

approach precisely estimates the skip ratio while incurring

less overhead, less than 1% of the total execution time. The

overhead from warp balancing varies based on the num-

ber of data points and the skip ratio. In our initial analysis,

this overhead ranges from 7% to 30% of the local filter ker-

nel execution time. Kubism avoids such scenarios using an

intelligent monitoring scheme. Kubism also requires data

structures to store centroid indices and the total number of

computations between data points and centroids. By storing

only one bit per centroid index, Kubism minimizes memory

usage and the number of memory accesses needed to retrieve

centroid indices. The size of these data structures accounts

for only 3.1% of the dataset size. For data point partitioning,

Kubism maintains additional data structures that store in-

formation about which CPU and GPU process data points.

Since only the indices of data points are stored, the size of

these structures remains relatively small, typically within

tens of megabytes.

Table 3. Dataset

Dataset
(N,D)

Number of
Datapoints (N)

Feature
Dimension (D)

Distribution

(0.5 M, 64) 0.5 Million 64

Uniform

random

distribution,

values are

ranged

from 0 to 100.

(0.5 M, 128) 0.5 Million 128

(0.5 M, 256) 0.5 Million 256

(1 M, 64) 1 Million 64

(1 M, 128) 1 Million 128

(1 M, 256) 1 Million 256

(2 M, 64) 2 Million 64

(2 M, 128) 2 Million 128

(2 M, 256) 2 Million 256

Table 4. Evaluation Configurations

Configuration Key Characteristics

Baseline
Prior GPU-based Yinyang K-means clustering [33]. This configuration

suffers from warp divergence and hardware underutilization.

WB+HETD
This configuration consistently applies all three techniques introduced

in this paper (clustering reordering, warp balancing, HETD). However,

warp balancing may cause significant overhead in some iterations.

Kubism
Kubism selectively applies three techniques to take advantage

of each technique and avoid the overhead.

4 Evaluation
4.1 Methodology
We conduct all experiments on the NVIDIA Jetson Orin AGX

platform with the identical system specifications in Table

1. To examine the effects of the structure of the dataset, we

configure datasets while varying the number of data points

and the feature dimension based on the real-world datasets

used in prior work [11, 33]. We select three numbers of data

points (500K, 1M, and 2M) and feature dimensions (64, 128,

and 256) and combine them to build nine datasets, as listed

in table 3. We use a uniform random distribution with values

ranging from 0 to 100 to generate all datasets. We set the

number of clusters (𝑘) to 1024 for all experiments.

Table 4 summarizes the key characteristics of each evalu-

ated method, helping to clarify the differences in how they

leverage CPU and GPU resources. To evaluate the perfor-

mance of Kubism, we compare its execution time to two

techniques. The first technique, referred to as Baseline, is
the GPU-based implementation of the Yinyang K-means

clustering algorithm, as described in prior work [33]. The

second technique,WB+HETD, consistently applies reorder-

ing, HETD, and warp balancing techniques for all iterations,

aiming for more efficient thread scheduling. Kubism is the

combination of reordering, warp balancing, and task distri-

bution techniques. In addition to execution time, we measure

power consumption and hardware utilization using Tegras-

tats [28] and the NVIDIA Nsight Systems profiler [26].

4.2 Performance
Figure 5 shows the end-to-end speedup across the following

9 datasets in the table 3. We normalize all results to the

baseline for each dataset. Kubism achieves a speedup of 1.23×
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Figure 5. End-to-end speedup for all datasets. The average

speedup (geometric mean) of Kubism over the baseline is

1.23×.

Figure 6. Speedup for all iterations in (0.5M, 64) dataset.

compared to the baseline across all datasets in geometric

mean. In the (1M, 256) dataset, Kubism achieves the highest

speedup, as the dataset exhibits the highest average skip ratio.

While the baseline suffers from warp divergence in (1M, 256)

dataset, Kubism significantly improves the performance by

employing the warp balancing technique. We also observe

that Kubism achieves high performance improvements for

large datasets, such as (1M, 256), (2M, 128), and (2M, 256).

As we mentioned in Section 3, the software overhead of

warp balancing is proportional to the number of data points,

not the feature dimension. Hence, processing large datasets

exhibits a long execution time with relatively small overhead.

In contrast, in small datasets such as (0.5M, 64), the overhead

introduced by warp balancing is heavy. Kubism does not

apply warp balancing to avoid such overheads.

To further analyze the effects of dataset size, we demon-

strate the results for all iterations of (0.5M, 64) and (2M, 256)

datasets. Figure 6 shows the speedup of WB+HETD and Ku-

bism over the baseline across all iterations on the (0.5M, 64)

dataset. Kubism achieves up to 1.56× speedup in high skip

ratio iterations and 1.09× in low skip ratio ones. With the

low feature dimensions, WB+HETD shows relatively poor

performance due to the overhead from warp balancing. In

iterations 4 to 15, WB+HETD shows over 80% performance

degradation, despite applying HETD. Kubism improves the

Figure 7. Speedup for all iterations in (2M, 256) dataset.

Figure 8. End-to-end normalized EDP for all datasets.

performance in those iterations by dynamically employing

heterogeneous computing only.

Figure 7 shows the speedup of WB+HETD and Kubism

over the baseline across all iterations on the (2M, 256) dataset.

On a large dataset, Kubism achieves a higher speedup than

the baseline. Kubism achieves up to 2.65× speedup in high

skip ratio iterations and 1.2× in low skip ratio ones. As ex-

pected, the overhead of warp balancing is much smaller than

that shown in Figure 6. Also, the performance improvement

of WB+HETD is larger than that in (0.5M, 64). Despite the

effectiveness of warp balancing, Kubism applies warp bal-

ancing only for four iterations because the dataset exhibits

a low average skip ratio. The advantage of Kubism can be

increased for datasets with higher skip ratios. These results

show that Kubism delivers consistent improvements across

various datasets, making it an effective solution for acceler-

ating K-means clustering on heterogeneous platforms.

4.3 Energy Efficiency
We measure the energy efficiency of Kubism compared to

the baseline by using the energy-delay-product (EDP). Fig-

ure 8 depicts the normalized EDP results. Kubism achieves

EDP reductions in 7 out of 9 datasets, showing a 17% EDP

reduction on average. Kubism reduces the execution time by

17%, while the total energy consumption of Kubism remains

similar to the baseline. CPU power consumption increases

by 2.78× due to HETD, which accounts for 5-20% of the total
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Table 5. Number of active threads for the baseline and Ku-

bism. We use (1 M, 128) dataset and sample five iterations to

maintain consistency with the results in Table 2.

Iteration Skip Ratio Number of Active Threads per Warp
Baseline Kubism

1 0.91 2.84 9.06

2 0.60 12.76 16.02

3 0.24 24.16 24.04

4 0.06 29.96 29.90

5 0.01 31.58 31.56

power usage in the baseline. However, GPU power consump-

tion stays almost the same as the baseline since threads in a

warp still consume power even if some are idle in the base-

line. Overall, Kubism consumes about 18% more power than

the baseline, but the faster execution time offsets this in-

crease, resulting in EDP reduction. By dynamically applying

warp balancing and HETD, Kubism reduces execution time

without excessive energy consumption.

4.4 GPU Behavior
We perform a detailed analysis to see how effectively Kubism

reduces warp divergence through warp balancing. Using

Nsight Compute [25], we profile the average active thread

per warp metric during execution.

Table 5 shows the experimental results of the active threads

per warp across iterations from 1 to 5 on the (1M, 128) dataset.

For the first iteration, which shows a high skip ratio of 0.91,

Kubism achieves a 3.2× improvement in the number of active

threads per warp compared to the baseline. With the highest

skip ratio among all iterations, the gap between Kubism and

the baseline is the largest. On iteration 2, Kubism achieves

a 1.3× improvement in the active threads per warp com-

pared to the baseline. We observe that atomic instructions

are executed not only in the local filter kernel but also in

other kernels. Also, some threads in the local filter kernel

exhibit an uneven distribution of computations, even if the

proposed warp balancing is applied. So, there remains a gap

between the ideal number of active threads (i.e., 32) and the

actual experimental results. Considering this aspect, our ex-

perimental results show that Kubism effectively mitigates

warp divergence. For iterations 3, 4, and 5, the skip ratios are

low, which means all threads in the warp remain busy for

computation. Hence, there is no difference between Kubism

and the baseline since these iterations do not cause warp

divergence due to low skip ratios.

5 Related Work
K-means clustering algorithms: Prior work has proposed

diverse K-means clustering algorithms based on the Lloyd

K-means clustering algorithm [23]. While Lloyd K-means

clustering algorithm is simple and effective, the required

number of operations scales linearly with the dataset size

and the number of clusters. To reduce the number of compu-

tations, prior work has proposed K-means clustering algo-

rithms using bound values for skipping redundant distance

calculations [11–14, 24]. The algorithm is similar to the local

filter explained in Section 2. Drake et al. and Hamerly et al.

have proposed algorithms that keep fewer bound values for

each datapoint than Elkan et al. to reduce the overhead of

bound checking and maintaining the values [12, 14]. Ding et

al. have proposed the Yinyang K-means clustering algorithm.

Yinyang K-means clustering uses group filters to skip a large

number of computations before applying the local filter [11].

Hardware acceleration of K-means clustering: To fur-
ther acceleration for K-means clustering, architectural stud-

ies have been proposed [18, 33, 35]. Zhou et al. accelerated

the Yinyang K-means clustering algorithm on ARM-based

CPUs through vectorization, along with memory and data

layout optimization [35]. However, since the K-means clus-

tering algorithm exhibits significant parallelization opportu-

nities, relying solely on CPUs is not optimal.

Prior work has proposed GPU-based K-means clustering

acceleration techniques. Krulis et al. have introduced a com-

prehensive analysis of CUDA K-means clustering algorithms,

focusing on memory behavior and load balancing for threads

[18]. However, they have not explored how the filtering pro-

cess affects the warp divergence. Taylor et al. have proposed

accelerating the Yinyang K-means clustering algorithm on

GPUs by leveraging the single instruction multiple threads

(SIMT) architecture [33]. Despite the parallelization efforts,

avoiding distance calculations can lead to warp divergence

and result in performance degradation. Unlike prior work, we

propose a heterogeneous platform-based Yinyang K-means

clustering acceleration technique.

6 Conclusion
In this paper, we propose Kubism, a novel software approach

to optimizing the Yinyang K-means clustering algorithm

on mobile heterogeneous platforms. Prior work on GPU-

accelerated suffers from inefficient GPU hardware resource

underutilization due to warp divergence and does not utilize

CPUs. Kubism addresses these challenges by reordering op-

erations, applying warp balancing, using dynamic skip ratio

decisions, and distributing tasks between the CPU and GPU.

Our evaluation shows the potential of Kubism to enhance

K-means clustering efficiency on mobile platforms.
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